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Disclaimer

The computer program presented in this report has been
tested carefully in the analysis of a variety of data. Although
it has consistently yielded accurate results, the authors make
no warranty as to its accuracy and functioning, nor shall the
fact of its distribution imply such warranty.
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TETREST: A FORTRAN IV PROGRAM FOR CALCULATING
TETRACHORIC CORRELATIONS

The Tetrachoric Correlation Coefficient

The tetrachoric correlation coefficient is an estimate of the product-
moment correlation between two continuous normally distributed variables which
have been dichotomized so that each variable takes only two discrete values.
Stated another way, the “etrachoric r 1s an estimate from dichotomous data of
the bivariate normal correlation between two continuous variables which have
‘been dichotomized. Use of the tetrachoric corrzlation involves assumptions
that 1) a continuous latent variable underlies the dichotomous data on each
variable; 2) the latent variables are normally distributed; and 3) the
regression of one on the other is linear.

These assumptions are i1llustrated in Figure 1, which depirts normally
distributed variables X1 and XZ which have been dichotomized at points g4
and o respectively, in such a way that if the continuous value of Xn equals
or exceeds gn. a binary value of 1 is assigned; if Xn i3 less than 9, a value

of 0 is assigned. Lines drawn perpendicular to the axes of Xl and X?, through

Figure 1

Partioning of a Bivariate Normal Distribution Scatterplot
into Four Quadrants by Dichotomization

'
points 97 and g intersect to divide the bivariate normal scatterplot of
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X1 and X2 into four quadrants labeled a, b, e, d.

The tetrachoric correlation is used to infer the bivariate normal
correlation from the frequencies observed in each of the four quadrants.
These frequencies are the joint “requencies which constitute a fourfold, or
2 x 2 contingency table of the two variables. - Frequency aq is the number of
times that a value of 1 was observed on both variables jointly; b is the
number of occurrences of a 1 on Xl jointly with a 0 on XZ; ¢ is the frequency

of a (0,1) pattern on Xl and XZ’ respectively; d is the frequency of occurrence

of the (0,0) pattern. Figure 2 illustrates the correspondence between the
partitioned bivariate scatterplot and the fourfold table; each of the frequencies
a, b, e, d correspends to the observed frequency in the same-lettered quadrant

of Figure 1.
Figure 2

The Fourfold (2x2) Table of Frequencies
Corregponding to the Quadrants in Figure 1

1 b a a+b

0 d c c+d
b+d a+c

X4

Figure 2 also depicts the marginal, or unconditional, frequencies of the
two variables. For example, a+b is the unconditional frequency with which a
value of 1 was observed on variable Xl; at+c 18 the unconditional frequency of

alon XZ. The marginal frequencies of a variable n are a function of the
point of dichotomy, g, " If the assumptions underlying it are met, the

population tetrachoric correlation coefficient is invariant under changes in

the point of dichotomy. This is not true of the phi coefficient, the only

other correlation index used widely with dichotomous test items. The magnitude

of phi is heavily dependent on the relative magnitudes of the marginal frequencies
of the two variables.

The known lack of invariance of phi when there is diversity in the marginal
frequencies from one item to another has led to increased use of the tetrachoric
correlation. Whether tetrachoric correlation coefficients are invariant
regardless of the points of dichotomy, when the assumption of bivariate

8
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normality is not met, is an empirical question whose answer is specific to the
problem at hand. For bivariate normal data, the tetrachoric correlation
estimates the population product-moment correlation and is invariant. For
data which do not meet the assumption of bivariate normality the tetrachoric
correlation can still be computed, but should be interpreted only as a measure
of association whcse invariance under disparate marginal frequencies is
questionable.

Phi coefficients and tetrachoric correlations also differ in another
important respect. A matrix of sample phi coefficients is always non-negative
definite, or Gramian. This means that such a matrix is appropriately structured
for the application of certain statistical analysis techniques, including
factor analysis. Matrices of sample tetrachorics are often non-Gramian
(Lord and Novick, 1968, p. 349). TFactor analysis of a non-Gramian correlation
matrix of full rank will result in one or more factors having negative eigenvalues;
that is, "factors" which account for negative variance. Related problems may
include communality estimates exceeding unity, factor loadings exceeding unity,
and inability to estimate communalities iteratively because the inverse of the
correlation matrix is indeterminant.

The non~Gramian property of some sample tetrachoric correlation matrices
may be due to violating the normality assumpticns for one or more variables,
to sampling error where the population interitem distributions are all bivariate
normal, or to numerical errors in estimating the correlations. Any or all of
these sources of error may render hazardous the interpretation of factor
analyses based on tetrachoric correlation matrices. Users of the tetrachoric
correlation should be aware of these potential problems, and should exercise
caution in statistical analyses of tetrachoric correlation matrices.

Applications of the Tetrachoric Correlation Coefficient

Most recent research in adaptive testing has employed a latent trait
theoretical model to account for testees' responses to dichotomous test items.
The most prevalent latent trait models assume that the latent variable under-
lying test item responses is one~dimensional. For constructing test item
potls, this assumption requires that the latent space spanned by the items be
unidimensional. A sufficient condition for the unidimensionality of the latent
space is that the matrix of tetrachoric item intercorrelations has just one
common factor (Lord and Novick, 1968, pp. 381-382). For practical purposes,
the items are considered to represent a unidimensional variable if the largest
latent root of the sample matrix of their tetrachoric intercorrelations
accounts for a large proportion of the common variance, and the second and
smaller latent roots are of about the magnitude that might be expected from
sampling errors (Indow & Samejima, 1966; McBride & Weiss, 1974).

The tetrachoric correlation, then, is a useful statistic in the develop-
ment and analysis of item pools for adaptive testing. But it is useful for
other applications where dichotomously scored items are used, by virtue of
its invariance properties. If the assumptions underlying it are met, the
tetrachoric correlation ccefficient is invariant under differences in the
marginal proportions of the two variables involved. As discussed above, this
invariance property is not the case with the fourfold point (phi) correlation
coefficient, which reaches its maximum value only if both variables of a pair

9




-

have the same marginal proportions (Carroll, 1961). For this reason, the
tetrachoric correlation 1s useful in factor analyses of dichotomous variables
whose marginal proportions vary widely.

Another application of the tetrachoric r is in the estimation of the
parameters of the item characteristic curve in latent trait test theory.
If all the items in a test are considered to have item characteristic curves
of normal ogive form (Lord & Novick, 1968, Chapter 16), Bock and Wood (1971)
have pointed out that under certain conditions each item's discrimination
parameter may be estimated from its loading on the first factor extracted from
the matrix of tetrachoric interitem correlations.

Despite the increase in applications of the tetrachoric correlation,
general purpose computer programs for calculating it are not widely available.
The computer program described in this report was written specifically to £ill
this void. Its original application permitted a unidimensionality aualysis
of a set of test items being assembled in order to implement an adaptive
ability testing program (McBride & Weiss, 1974). It is presernted here in
order to make a tetrachoric correlation program available to users who would
otherwise not have access to one.

General Description of TETREST

This program (TETRachoric ESTimation) uses an approximation procedure
given by Kirk (1973) to estimate the tetrachoric correlation coefficient
between two dichotomized or dichotomous variables. It also calculates the

value of the fourfold point (phi) correlation between two dichotomous variables.

TETREST is designed primarily to:

1. Construct a set of four fourfold (2 x 2) contingency tables, for
every pair of variables, from dichotomous data on a set of K variables.
For K variables there are [(K)(K-1)]/2 such variable pairs.

2. Estimate the degree of relationship (tetrachoric and/or phi correlation)
in each fourfold table.

3. Construct the K2K matrix of tetrachoric and/or phi correlation
coefficients in a form amenabla to factor analysis using packaged
computer statietical routines 3uch as SPSS: Statistical Package
for the Social Sciences (Nie, Bent and Hull, 1970) or BMD: Biomedical
Computer Programs (Dixon, 1973).

The program is general, emphasizing flexibility and ease of input and
output for the user. It was written specifically for the CDC CYBER 74 computer
in Control Data FORTRAN IV. TETREST will accept input data from punched
cards, magnetic tape, or disc storage. It will print, punch, or write its
output on logical units in several different forms. The specific input and
output options are described below.

Data Input

TETREST will accept input data of three different types, all arising from
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dichotomous data on K variables observed over ¥ individuals. The three data

types are illustrated in Figures 3, 4, and 5 respectively.

on X items.

Type I 1is the basic form of data: the dichotomous scores of ¥ individuals
Figure 3a illustrates the Type I data of 10 individuals on three

Figure 3
(a). Type I data from a 3-item test for 10 individuals
Item
Individual 1 2 3
1 1 0 O
2 1 1 0
3 1 1 0
4 0 0 1
5 1 1 O
6 0 0 1
7 1 1 O
8 1 0 1
9 1 0 1
10 0 0 1
Totals 7 4 5
(b). The fcurfold (2x2) contingency tables for each
pair of variables, derived from Type I data
Item 2 Item 3 Item 3|
0 | 1] Total 0 1! Total 0} 1] Total
1 1314 7 11512 7 1 410 4
Item 1 0 3 0 3 Item 1 0 0 3 3 Item 2 0 1ls 6
Total I 6 | 41 10 Total | 5 | 51 10 Total 5151 10

dichotomous items (variables). Each individual's item scores (1 or 0) are on
a separate data record, such as a punched data card. Counting the frequency
of 1's and 0's permits construction of the fourfold tables, shown in Figure 3b.

Type II data is the reduction of Type I data to a KxK matrix of frequency
counts. Figure 4 shows the Type I data of Figure 3 reduced to a 3 x 3 matriax,
called the joint frequency matrix, which contains the minimum frequency
information needed to construct the fourfold tables for each of the [(X)(K-1)}/2
possible pairs of variables. The three diagonal entries (7,4,5) are simply

the three marginal "positive" frequencies (e.g., the number of correct or
endorsed items). The supra~diagonal entries (4,2,0) are the joint positive
(1.e., 1,1) frequencies for variable pairs (1,2) (1,3) and (2,3) respectively;
that is, the frequency in cell a of the fourfold table of variables 7 and J.
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The infra-diagonal entries (3,0,1) are the joint negative frequencies
(i.e., 0,0) for variable pairs (2,1), (3,1) and (3,2) respectively; that is,
the frequency in cell d of the fourfold tables (see Figure 2).

Figure 4

The Joint Frequency Matrix of Type II Data

Figure 5 shows Type III data redu~ed from the fourfold tables im
Figure 3b. Type III data consists of three proportions (Pij’ qi’ qj) and

and optional sign-change character, SIGN. Each set of three proportions is
derived from the fourfold table of one variable pair.

Pij 1s the joint proportion obtained by dividing one of the cell frequencies
(a,bye or d) by ¥, the number of individuals observed (¥=atb+e+d). The
appropriate cell is determined by the marginal proportionms. Pij is the joint

proportion occurring in the cell corresponding to the smaller marginals.

qi is the smaller marginal proportion for variable <.

qj is the smaller marginal proportion for variable J.

SIGN is a character which changes the sign of the obtained correlation.

This 1s necessary whenever Pij comes from cell b or ¢ of the fourfold table.

If SIGN 1s left blank, no sign change will occur. Any other character, such
as a minus sign (-), will effect the sign correction.
Figure 5

The Joint Proportions Matrix of Type III Data

Variable
Pair P
1,1) 14 9y Y SIGN

(2,1) o 040 030 -
(3,1) .30 .50 .30 -
(3,2) 0 .50 .40

Data of Type I will likely be used most often in calculating tetrachoric
correlation coefficients. TETREST is capable of yielding data of Tyre II as
output since some program users might desire to use such output as input at a
later time. Where data of Type II are available, their use as input can
represent a considerable saving of computer processing time, especially when
the number o# individuals in the original data is very large. The provision

12
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for data of Type III permits rapid calculation of tetrachoric or phi correlatiomns
for one or more variable pairs for which raw data or frequency matrix data

are not available. One application of Type III data might be to check TETREST
results against tables of the tetrachoric correlation coefficient, such as

those published by the National Bureau of Standards (1959).

Data Output

TETREST is capable of several output optiors; the output ¢ i depends
in part on the type of input data used.

For Type I and Type II data, the following output options are available:

1. Printing or writing on tape or disc of the XKxK joint frequency matrix
({.e., Type II input).

2. Printing of the [(K)(K-1)1/2 2 x 2 frequency tables, including values
of phi and tetrachoric r.

3. Printing, punching, or writing on tape or disc or the KxK matrix of
tetrachoric and/or phi intercorrelations in either lower diagonal
or square format.

For Type III data, option 3 is available. Alsc svailable optionally for
Type III data is a listing by variable pair of the input proportions, tetra-
choric and phi correlation values, and the degree of convergence occurring
in the approximation of the tetrachoric =z,

Program Use

TETREST incorporates a number of input and output options which may be
specified by the user. Impiementing these options involves the use of from
five to ten program control cards. Each card has a task definition field
consisting of the first 15 columms of the card, and one or more specification
fields spanning the remaining 65 columns (i5-80). Program users familiar
with the SPSS system (Nie, Bent, and Hull, 1970) will recognize that the
present system of control cards 1s very similar to the one used within SPSE.
The task definition field of each control card defines the nature of the
data appearing in the specification fields. The ten program control cards,
in the order in which they shculd appear, are as follows:

PROBLEM (mandatory)
RUN NAME (optional)
INPUT MEDIUM (optional)
INPUT FORMAT (mandatory)
NQOe OF CASES (optional)
OUTPUT FORMAY (optional)
OPTIONS (optional)
READ INPUT DATA  (optional)
MATRIX (mandatory)
FINISH (optional)

Descriptions of the control functions of each card appear in sections A
throcugh J below.

i3




A. The PROBLEM Card (mandatory)

This card may contain from 1 to 6 specification fields, as shown below:

PROBLEM NVAR=--  DATA=- eXa=- NFMT=—- KEY=- R®~e e
[ 33 ol ¢ 7 0]0 10 i a0 W © Wiz W v 2ef 72 73 245 28 27 266 30 31 50 34 35 ST 34 39 4881 47 &3 W45 48 47 4afe0 50 51 52553 54 55 ST 58 56 00381 62 63 et 64 67 648 70 1 1213 4 AR 8 )

The data in each field of the PROBLEM card must appear in exactly the columms
specified.

NVAR=_ _specifies the number of variables in the analysis. NVAR must be a
right-justified integer number greater than 1 and less than 76.
NVAR 1s the only mandatory specification on the PROBLEM card.

DATA= _ specifies the type of input data and some output information.
If DATA 1is not specified, Type I data is assumed. DATA may take any
integer value from 1 to 5, or may be left blank. These specification
values result in the following input/output options:

DATA=1 or blank: the program will read Type I datd.

2 : the program will vead Type I data and output the Joint
frequency matrix calculated.
the program will read Type II data.
the program will read Type II data and output the joint
frequency matrix.
5 : the program will read Type III data.

3
4

2x2=9 causes the program to print the [(K)(K-1)]/2 2x2 frequency tables,
one for every variable pair, only if Type I or Type II data was
specified. Any other numerical value, or a blank, suppresses printing
of the 2x2 tables. Jncluded in each 2x2 table are the intervariable
phi and tetrachoric correlation coefficients. (CAUTION: each 2x2
table requires 6 lines of print. A 75-variable problem will print
[(75)(74)1/222775 tables, which requires over 200 pages of print for
the 2x2 tables alone.)

NFMT=_ specifies the number of cards used to specify the input format.
NFMT may be a right-justified integer number from 1 to 10. If NFMT
is not specified. it is set equal to 01, and the variable input format
must be no longer than 65 characters. (See INPUT FORMAT below.)

KEY=_specifies the data character which will be considered the "correct"
or "positive" value in the analysis of Type I data. For example, in
scored test data the character I might be assigned a correct response;
in questionnaire data a Y might represent a "yes' response. KEY may
be any alphanumeric character. Once KEY is specified, any input data
character other than KEY will be considered as "incorrect" or "negative."
For example, in 1-0 (binary) data a I would be considered correct if
so specified; and a ¢, blank, or any other character would be considered

incorrect.

If KEY is not specified, it is automatically set to 1 (a Hollerith
constant). If data otiier than Type I data are used, KEY is ignored.

14
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R= _  specifies the correlation coefficient(s) to be used in constructing
the output correlation matrix or matrices. Either tetrachoric or phi
correlation matrices, or both, may be specified by a left-justified

alphabetical entry to the right of R=,
R=PHI specifies that only a matrix of phi coefficients will be calculated.

R=TET or a blank field specifies that only a matrix of tetrachoric
correlations will be calculated.

R=BOTH specifiles that both matrices will be calculated.

B. The RUN NAME Card (optional)

This card allows the program user to print any arbitrary 65-character
label at the top of the first printed page of the data analysis. The label
must be punched in columns 16-80 of the RUN NAME card. The RUN NAME card,
which takes the form shown below, 1s completely optional.

RUN NAME ANY ARBITRARY SET OF CHARACTE! 3

[ 23 4El yafswnnfiune W 19 200 22 73 24128 28 27 7000 10 3132100 4 33 WP e M9 a0l 2 d s e &1 §8 %1 5283 54 55 S457 58 58 ) mng‘{gsusluﬁﬂbn72[731075"l777ﬂﬂ0]

C. The INPUT MEDIUM Card (optional)

This card allows the program user to input data from cards, magnetic
tape, or disc storage file. The specification must begin in column 16 of the
card, and must be one .of the three values shown below in the example. If an
INPUT MEDIUM card 1s not used, the program will read the input data from the
INPUT file, which ordinarily implies punched cards.

INPUT MEDIUM  CARD Yead data from file INPUT
| O IR OO (X GUE LY KK

. D!SC read data from file DATA
TAPE

If INPUT MEDIUM specifies DISC or TAPE, the user must supply the input data on
a file named DATA, and must position that file at the start of the first
record of the data to be read. (The program does not rewind the file DATA.
This 1s to permit separate analyses of sequential blocks of data on the same
file if desired by user.)

D. The INPUT FORMAT Card (mandatory)

The program reads data in an input format specified on this card by the
user. The program uses a variable format, the form ~f which varies with the
type of data to be analyzed. The INPUT FORMAT card ismandatory for the first
problem to be analyzed, but 1s optional thereafter unless the format changes.

Type I data must be read in Al format fields, since each variable score
will be compared with the one-character alphanumeric value of the KEY
specification.

Type II and III data (except SIGN) must be read in floating-point numeric
fields (F-fields), since the data are numeric and will be read into floating~
point arrays. SIGN must be read in an Al format.

ERIC L5
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The INPUT FORMAT specification begins in column 16 with a left parenthesis,
(, and the input format, which begins on the INPUT FORMAT card and continues
through NFMT cards, as specific? on the PROBLEM card. The input format may
extend to as many as 10 cards in length, inclusive of the INPUT FORMAT card.
Continuation cards of the INPUT FORMAT may use the entire 80 card columns.
The format specification must end with a right parenthesis, ).

’NPUT FDR“QT (..'.......)
P23 ofs o 7 sfyionmfuaus o wwoefn 22223 o5 77 22w 30 3 3233 34 35 36157 30 99 4071 ¢ 3 a5 46 &1 anan 30 51 52853 54 55 5667 98 58 60]6" 62 3 64J&5 o8 & 6453 10 N 7273 - B AT aal

E. The NO. OF CASES Card (optional)

This caxd specifies the number of individual records of NVAR variable
scores for the program to read in using the INPUT FORMAT specified by the user,
in the case of Type I data only. The specification field begins in column 16
of the control card, and muet be a right~-justified integer number. E.g.,

NO. OF CASES 0192
23 al5 8 7 915 w01 ulaw @ w0 % 1 208 2223 24123 28 27 7023 30 31 327153 34 35 137 38 19 4011 42 &3 4145 48 47 4008 58 51 753 4 55 S6J87 90 59 60081 82 63 GAJ88 8 67 88568 10 11 7213 74 73 I 18 79 80}

The program interprets this as 192 subjects. The program will read exactly
the number of cases of Type I data specified, unless it first eacounters an
end-of-file on the input data file. In that case it resets the number of
cases to the number of individual data sets read before the end-of~file was
encountered. A message to this effect appears on the control-card page 1f an
end-of-file is encountered. Program users may employ this feature to their
advantage when estimating the number of cases 1f the exact number is not
known, simply by using any reasonable over-estimate of the number of cases.

If a NO. OF CASES card is not read, the number is automatically set to
9999, and the program will read 9999 individual data records, or until it
finds an end-of-file mark as described above. CAUTION: In Type I data, the
number of cases 1s reset to 9999 at the end of each problem, and must be
respecified using the control card in each succeeding problem when approprilate.
The number of cases has no bearing on the solution of Type III data problems,
since data are input as proportions.

F. The OUTPUT FORMAT Card (optiomal)

The format in which the matrices of tetrachoric and/or phi correlation
coefficients will be printed and/or written on the logical output unit may
be specified using this card. The card has the form:

DUTPUT FDRH“T <..l'....'.)
L2 3 «Ts « 7 sy 101 t2]i3 w4 15 187 14 19 20071 22 23 zaprs 76~ 7129 30 1 3723 34 35 337 38 39 40far 42 43 afus 45 47 Lap9 S0 81 sz@usswb‘lunwwunu]csmn 00 11 12fra 1S ) is 18 00§

The specified format must be enclosed in parentheses, and must be contained
entirely in columns 16 through 80 on the OUTPUT FORMAT card. The format
gshould consist of F-fields, in order to provide for the floating-point numerical
values of the correlation coefficients.

If no OUTPUT FORMAT card is read, the program will write and/or print
matrices in 8F10.7 format.

16
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G. The OPTIONS Card (optional)

The specification on the OPTIONS card determines the disposition of the
correlation matrices resulting from the program's calculations. The value
specified must be an integer number between 1 and 6, inclusive. These values
cause the following dispositions of the r-matrices:

OPT 1ONS 1 PUNCH the r-matrix on data cards
e apersonnnusslrwnn
2 PUNCH and PRINT the r-matrix
3 PRINT the r-matrix on the output file
4 PRINT the r-matrix and WRITE on TAPES
5 WRITE the r-matrix on file TAP
6 suppress any output of the r-matyix

Defult value of the OPTIONS card is 3; i.e., priinted output only.

NOTE: 1. The OUTPUT FORMAT, whether set by the program or specified,
applies only to printing or writing the P-matrix. If PUNCH is specified
(option 1 or 2), the PUNCH format is 8F10.7 whenever square matrix output 1is
chosen (i xeeping with the SPSS factor analysis program's requirements for
a square correlation matrix in that format). When the lower diagonal matrix is
selected (via the STATISTICS card), punched output is in format (10F8.5),
which 1s somewhat more economical with little loss of accuracy. See section I,
below, for information on the square and lower diagonal matrix output optionms.

2. TFor options 4 and 5, each correlation matrix is written as a file on
TAPE8, separated from other files by an end-of-file mark. When both tetrachoric
and phi matrices are specified (via R=BOTH on the PROBLEM card) the tetrachoric
matrix 1s written first, the phi matrix second.

H. The READ INPUT DATA Card (optiomnal)

This card has no specification field, and has the following form:

READ INPUT DATA
Mz34ps fnnupusseeepanupss 2 28129 30 71 32133 34 35 36]37 38 38 40J41 42 43 LIS 45 47 43950 51 753 54 45 AIB7 53 58 40181 62 83 S48 4% €7 6863 10 11 1273 74 75 7sl11 18 19 80}

Its function is twofold:

1. It causes the program's internal data file (TAPEl1l) to be rewound
(i.e., repositioned at the start of the first logical record),
effectively erasing the input data from the previous problem, if any.

2. It causes the program to read from the user's data file (INPUT or
DATA) the input data of the vype specified on the PROBLZM card.

For Type I data, the READ INPUT DATA card causes the program to read
N (=NO. OF CASES) individual records of K (=NVAR) variable scores from the
input data source <pecified, according to the INPUT FORMAT specified. If an
end-of-file mark 1s read before the Nth data record, N is reset as described

in section E, above.

For Type II data, the READ INPUT DATA card causes the program to read
O ¥ (=NVAR) records of K frequencies each (i.e., a KxK joint frequency matrix)
[ERJ!:according to NVAR as specified on the PROBLEM card, and in the INPUT FORMAT

S : 1'ig




-12-

specified. If an end-of-file mark is encountered before the Kth full record
is read, processing is terminated, and an error diagnostic 1is printed.

For Type III data, the READ INPUT DATA card causes the program to read
[(K)(X-1)]/2 separate sets of proportions, one set for each pair of variables,
and later to process them as though they were infra-diagonal entries in a
KxK matrix of proportion sets. Thus the first set results in the obtained
correlation being treated as though it were between variables 2 and 1; the
second between 3 and 1; the third between 3 and 2; the fourth between 4 and 1,
and so on. The example below is for a 4-variable problem with [(4)(3)]/2=6
variable pairs.

Data Variable Pair
INPUT data set 1 p’ql’qz’Sign (2,1)
2 P4, 9, sien (3,1)
3 P 4 9, sisn (3,2)
4 P 4, 9y Sign (4,1)
5 P 4 9, sien (4,2)
6 P 4 4, sign (4,3)
r-matrix: variable
1 2 3 4
2| 1
variable 3| 2 3
41 4 5 6

The numbers within the r-matrix schematic above correspond to the input data
sets of proportions (see Figure 5).

If no r-matrix output is desired (i.e., OPTION 6 is chosen), the order of
input of the entries need not follow the above example. If the r-matrix is
to be output, however, the program user must be careful of the order of his
input data proportion sets, since their position in the r-matrix is determined
entirely by their order in the input data.

If an end-of-file mark is encountered before a complete matrix of [(X)(K-1)1/2
Type III data sets is read, X is arbitrarily truncated to one more than the
smallest value for which a square data matrix exists in the data. This will
permit processing of all the proportional data, but will result in the use of

8
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indefinite operands if an attempt is made to output the r-matrix. Therefore,
if proportional data (Type III) is used as input and the r-matrix is required
as output, the user must be sure he includes exactly [(X)(K-1)1/2 sets of
proportions, and incorporates them into his data in the correct order. If the
r-matrix output is not required, any overestimate of NVAR=K will suffice.

Omitting the READ INPUT DATA card results in the specified analyses being
performed on whatever data (if any) are stored on file TAPEl. For the initial
problem in a set of one or more problems, TAPEl is an empty file until the
READ INPUT DATA card is vead. {A "problem" is defined as the analysis specified
in the set of control cards between the PROBLEM card and the MATRIX card
inclusive. More than one "problem" may be included in a single computer run.)
After the initial problem, however, TAPEl contains whatever data was input
for the preceding problem via the INPUT FORMAT card. Therefore, specifying
a "problem" without including the READ INPUT DATA card, results in a second
pass through the input data of the preceding problem. By varying NVAR, NO.

OF CASES, and the INPUT FORMAT the program user can perform analyses of any
subset of the initial problem's data, if the READ INPUT DATA card is omitted.

I. The MATRIX Card (mandatorxy)

Three options may be specified using the MATRIX card. The specification
must be an integer number between 1 and 3, in the following format.

MATRIX 1 For Type 1II data, print the input proportionms, tetrachoric
o Tiiwasiwssans and phi correlations, one variable pair at a time. Output
the r-matrix in lower diagonal form.

2 Output r-matrix in lower diagonal form only. (Suppress
Individual variable pair results if Type III data are involved.)

3 Output r-matrix in square form. (Suppress individual variable
pair results if Type III data sre involved.)

The MATRIX card must be the last card in a problem set (excepting the
FINISH card), since execution of the data processing and output options is
begun after the MATRIX card is read. Placing the MATRIX card out of place
will result in all cards following it being read as control cards for the
succeeding problem or as data cards. Placing it before the READ INPUT DATA
card will result in the analyses specified in the present problem being
performed on the data of the preceding problem, or on an empty data file, as
described above.

If no matrix output is desired (i.e., OPTION 6 is elected) any MATRIX
option (1,2 or 3) may be used to signal the start of data processing.

J. The FINISH Card (optional) -

This card has no specification field, and takes the form:

FINISH




~14—

When the FINISH card is encountered on the INPUT file, processing
terminates, and control is returned to the computer operating system. Thus
the FINISH card should appear only as the last card in a set of program
control cards; it may not be used to separate problems. Failure to include a
FINISH card results in printing an error diagnostic, program termination, and
return of control to the computer operating system. In general, this will
not affect the outcome of the user's programs other than TETREST, so the
FINISH card may be considered optional. Its use is recommended whenever any
data follow the TETREST control cards on the INPUT file.

K. Control Card Order

The following are the only restrictions on control card order within a
problem. (A probism is the execution of the program on a single set or matrix
of data. Multiple problems may be included in a single run of the program.)
Aside from these restrictions, control cards may be placed in any order.

1. The READ INPUT DATA card, if present, must follow the INPUT MEDIUM,
INPUT FORMAT and NO. OF CASES cards whenever any or all are used.

2. Data cards, if used, must follow the READ INPUT DATA card. If the
input medium is CARD, and if the program is to count observations
(number of cases), then an end-of-record card (7-8-9) must be inserted
tetween the last data card and the next program control card. Failure
to comply with this requirement will result in program control cards
being read as data cards, and will usually terminate program execution
without a diagnostic.

On the other hand, if the number of cases is specified exactly, no
end-of-record card should separate the data cards from the control
cards.

3. The MATRIX card must be the last control card in each problem.

4. The FINISH card must be the last card in a rum.

L. Examples of Control Card Use

1. Card input of Type I data; program counts number of cases; a lower
diagonal tetrachoric correlation matrix will be output.

RUN NAME EXAMPLE 1

PROBLEM NVAR=05 R=TET
INPUT FORMAT (541)

OPTIONS 3

READ INPUT DATA

10101

11100

00111

> (RECORD SEPARATOR)

MATRIX 2

o
-
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2. Card input of Type I data; number of cases specified exactly by
user; a square phi correlation matrix will be output.

RUN NAME EXAMPLE 2
PROBLEM NVAR=0S R=PHI
INPUT FORMAT ({SAL)

NOe OF CASES 0005
OPTIONS 3

READ INPUT DATA

10101

11100

10111

01190

10110

MATRIX

3. Tape input of data; two problems in succession (one on cases 1-100
in the data file; the second on cases 101-200); both tetrachoric and
phi matrices will be output in lower diagonal format.

RUN NAME FIRST 100 CASES
PROBLEM NVAR=0S

INPUT MEDIUM  TAPE

INPUT FORMAT  FIXED

INPUT FORMAT (S5A1)

NOes OF CASES 0100

OPTIONS 2

READ INPUT DATA

MATRIX 2

RUN NAMZ SECOND 100 CASES
PROBLEM NVAR=05

INPUT MEDIUM  TAPE

NOe. OF CASES 0100

OPTIONS 2

READ INPUT DATA

MATRIX 2

FI SH

~ 4. The above threc examples are merely suggestive of the flexibility of
options available to the program user. Far too many different con~
figurations of control cards are permissible to 1ist them all here.
The following example uses the minimum number of control cards,
setting program parameters by default everywhere possible:

PROBLEM NVAR=05
INPUT FORMAT (5X9»5A1)
READ INPUT DATA

INSERT DATA HERE

> (RECORD SEPARATOR)
MATRIX 2

FINISH

<3
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This minimal configuration assumes Type I input data punched on cards,
with the program counting number of cases. It will print the
tetrachoric correlation matrix only, in lower diagonal form and 8F10.7
format, on the file OUTPUT.

Additional examples of program input, in conjunction with the output
they generated, are shown in Appendix A.

File Structure

Program Specifications

Eleven files are used within TETREST, in the following order:

INPUT
OUTPUT
PUNCH

DATA

TAPE1

TAPES

TAPE9

TAPE6=0UTPUT
TAPE10=PUNCH
TAPE51=DATA

TAPE55=INPUT

Subprograms

the user-supplied file containing the data to be
analyzed whenever the INPUT MEDIUM is DISC or TAPE.

the file used within the program to store the user's
data. When the READ INPUT DATA control card is read,
TAPE1l is rewound, and data read from file INPUT or DATA
is written onto file TAPEl.

the file on which the r-matrix is written when the user
chooses OPTIONS 4 or 5. TAPE 8 is never rewound within
the program; an end-of-file is written on it after each
matrix is written on it. The user must rewind TAPES

in order to have access to the data on it.

the file on which the joint frequency matrix is written
when the user specifies DATA=2 or 4 on the PROBLEM card.
The comments above for TAPE8 apply to TAPE9 as well.

TAPE6 is a logical unit, set equivalent to the file OUTPUT.
TAPE10 is a logical unit, set equivalent to the file PUNCH.
TAPE51 is a logical unit, set equivalent to the file DATA.

TAPE55 is a logical unit, set equivalent to the file INPUT.

TETREST includes the following subroutines and functions as part of the

program:

TETREST

The main program; executes the input and output optionms.

<<
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Reads the program control cards and the input data;
determines the desired input/output options; issues
error dlagnostics.

Constructs the KxK joint frequency matrix when Type
data are used,

Constructs a 2x2 contingency table for each pair of
variables; selects the appropriate frequencies for
the analysis; constructs the r-matrix.

APXTET3 Approximates tetrachoric r by means of iteration given
the joint and marginal proportions.

GAUSSS8 (Punction) Performs 8~-point Gaussian quadrature.

MTIRY OUT Outputs the appiopriate correlation matrices in square
or lower diagonzl form.

The fdllowing system library subroutines are used within TETREST:
DATE subrcutine returns the current day, month and y2ax.
CDFNI ’ cumulative normal distribution function inverse.
EXP the exponential function.

ABS absolute value function.

SQRT the square foot function.

Additionally, TETREST makes use of the Control Data ENCODE and DECODE
statewents, as well as the IF(EOF) end-of-file check.

Timing and Core Memory Requirements

TETREST requires 46000 ccial core memory {(CM) cells to run when using the
FORTRAN extented (FIN) compiler under KRONOS 2.1 on the CDC CYBER 74 computer.

Central processor (CP) time for a TETREST run is dependent on the data type,
the correlation coefficient chosen, and the number of variables.

Type I data requires the most CP time; Type III requires the least, For
Type I data, CP time varles directly with the NO. OF CASES and with NVAR, the
numbar of variables. Ci time for the other data types is a direct function
of NVAR only.

No formula 1s availabio for forecasting CP time requirements. Actual
data runs have required CP time as listed below:

Case Data Type NVAR NO. OF CASES CP Seconds
75 80 15
60 200 15
50 240 25
20 200 7

<3
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The disparity in CP time between Case 3 and Cases 1 and 2 illustrates the
difficulty of prescribing a rule of thumb. CP time also depends on
idiosyncracies in the data which affect the average number of iteratiomns
required per correlation.

Availability

A complete FORTRAN listing of the program is included in Appendix B.
Card decks are available from the authors. A copy of the source code will
be provided on a tape submitted by the prospective user.

Method of Calculation

Tetrachoric Correlation Coefficient

The tetrachoric correlation between two dichotomous variables involves
solution of the following equation for r, given the values of L, h,k,z, and y:

© fo -1 [ 2.2
L(x,y,r)= f/(va'l-rz) exp I_-(h tk -2rhk) dh dk (1)
X"y

2(1-r2)
where r 1s the tetrachoric correlation
X,y are standard normal deviates
L is a joint function of the two dichotomous variables

and their tetrachoric relationship (whose numerical
value ie observable as a joint proportion)

The values of x and y, h and k are obtained from calculations based on the
marginal proportions of the two dichotomous variables, which can be obtained
in turn from their 2x2 contingency table:

Variable j
incorrect correct total proportion
() (1)
Correct (1) b a a+b Py
Variable
i
Inconrect (0) d c ct+d (1-pi)
b+d a+tc
proportion (1-pj) Py

<4
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The parameters of Equatior 1 are estimated from the sample contingency table as
follows:

x=°(qi)=the standard normal deviate correspunding to qi(=1-pi)

yx@(qj)-the standard normal deviate corresponding to qj(=l-pj)

L=d/N=the joint proportion of persons responding positively to both
variables (items)

In general, approaches to solving Equation 1 have involved the use of
an infinite series. McNemar (1955) gives ore such solution, expressed here
in notation slightly different from lLils:

L 2
N qiqj o Ty r2 +(x“-1)(y2-1) r3 $0 (2)
hk 21 3!
where h,k are the ordinates of the standard normal curve at

x and Y, respectively

McNemar's formulation includes the ;estrictionhthat 9y and qj (the marginal

proportions) must each be less than or equal to 1/2. Obviously, that
restriction implies that ¢ may be the joint frequency value occurring in cell
a, b, e, or d of the 2x2 table, whichever cell corresponds to the two marginal
values meeting the restriction. Use of an inappropriate cell to obtain the
joint frequency ¢ will introduce an error in the proportion t/N and hence will
in general result in an incorrect numerical solution for r. TETREST, in
dealing with Type I data, constructs the 2x2 table for each pair of variables
and selects the appropriate joint frequency for correct solution of Equation 2.

Kirk (1971, 1973) devised an approximation procedure based on Gaussian
quadrature and use of a Newton-Raphson itaration procedure to evaluate the
integral and approximate r. The first two terms of Equatlon 2 are used to
obtain an initial estimate based on the empirical values of t/N, 9y and qj.

In order to employ Gaussian quadrature and restrict the range of the ‘
estimate of »r, Kirk gives the following transformation, based on Equation 1.

2 2
1 - -
f(r)= —EL:f -1 exp (%" -2xyurty”) du (3)
2n Jy 7 (il
Yl-u“r® ur
. x 2“: v, 8(u) (4)
27 =
.2 2
where g(u) = —1 exp & -Zgy;r;y )
2 2 2(1-u"r")
l-u'r
<O
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and the ui are the roots of the Legendre polynomials; the wi are the associated
weights for an (n+l).poinc quadrature.

The starting value for solution of Equation 4 is obtained by direct
solution of the following equation fer ryt

P-qlqz - r0+xy rg (5)
hk S

where P=t/N, taken from the appropriate cell of the 2x2 table. A limiting
value of +.80 is used whenever the absolute value of the starting estimate
exceeds 1.00. Successive values are calculated using Newton~Raphson iteration:

f ) ®
i+l £ (ri)
where msP-qlq2
and
1 -(x2-2 2
£1(r) - —1 exp[ __xx?_;}'__] Q)
27 -r2 2(1-r")

Iteration continues through as many as 100 cycles or until

(8)

rii <.0001

‘r1+1'
Convergence failures can occur. When convergence to the criterion of .0001
does not occur, one of two alternatives takes place:

1. 1If convergence to within .001 has occurred, an estimate of » is
returned, but an informative diagnostic is printed, telling the user
the indices of the two variables involved and the degree of convergence
attained.

2. 1If convergence to within .001 has not occurred, a value of #99.00
is returned for ».

Generally, failures of convergence are due to extremely low values oi
the joint proportion, P, or to the joint proportion P being very close to
either of the marginal proportioms, q; or qj. One circumstance in which tbis

is a problem is the case in which one or more cells in the 2x2 table contains

a Zero.

26
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When three zero cells occur, as in the following

1 3 o
1 a 0 |p,=1
- i i
0 0 0 Jaq,
=1
Py 9y

the tetrachoric correlation is automatically set to zero, since there is no
covariance. Similarly, when there is zero variance in only one
variable (pi-1.00 or pj=1.00) there is zero covariance between variables,

and the tetrachoric correlation is zero.

Wnen just two zero cells occur, and these occupy either diagonal of
the 2x2 table, the program returns a value of +1.00, the sign being determined
by the sign of the covariance between the two variables. For example:

1 3 0
1} o b |p
1 i
0 c 0 qi
Py 9

here the covariance equals O-pipj, and the correlation cocfficient is returned

as -1.0.

In the case of a single zero cell, such as

1 3 9
1| o b

i
0 c d

therc is no rational basis for setting the tetrachoric r to any fixed value

as was done above. There is non-zero covariance, as well as variance in

botk variables. This class of problems frequently results in failure of the
iteration procedare to converge on a value of the tetrachoric r. Non-convergence
is especially a problem with a single zero cell concurrent with an extreme
proportion in both variables. As indicated earlier, a failure of convergence

is signalled by a value of +99.0 being returned in place of the tetrachoric r.

Kirk's algorithm for approximating the value of the tet:achoric correlation

<7
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does not directly calculate the correct sign of the relationship. For Type I
and Type II data, the sign of the tetrachoric correlation is determined by

the sign of the covariance, which is completely determined by the determinant
ad-be of the fourfold table of any variable pair. Thus, when ad-be 1is positive,
a positive value for the tetrachoric is output; a negative value is output

when ad-be is negative.

For Type III data the sign of the tetrachoric r is corrected by the
sign-change character, SIGN. If SIGN was blank on input, the value calculated
by TETREST is returned uncorrected. If SIGN was any non-blank character,
the calculated value of the tetrachoric » is multipled by -1 to correct the
sign of the relationship.

The Phi Coefficient

For Type I and II data, the value of the phi coefficient i1s calculated
from the frequencies of the fourfold table, using the following formula:

ad-bc (9
Y (a+b) (a+c) (b+c) (b+d)

PHI =

In the case of Type III data, phi is calculated from the input proportions
and SIGN: '
Pyg ~ Uy (20)

V(ay) (1~q) (@) (T~q)

where SIGN = +1 or ~1 according to the input convention described above.

PHI =

Accuracy

The method used for estimating the tetrachoric correlation coefficients
in TETREST is a numerical approximation technique. Kirk (1973) reported
results generally accurate to three decimal places, with few exceptions, using
his algorithm and double-precision arithmetic. TETREST involves a slight
modification of Kirk's method, and does not use double-precision. Nevertheless,
on a CDC CYBER 74 computer, TETREST results are still usually accurate tco
three decimal places. Users may evaluate for themselves the accuracy of
TETREST by using, as Type III input data, jJoint and marginal proportions
corresponding to known true values of the tetrachoric correlation. National
Bureau of Standards (1959) tables are one source of such data.

The phi coefficient is calculated exactly, and 1s accurate to 15 significant
digits on Control Data machines.

<8
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Appendix A

Examples of Input and Output

PROBLEM NVAR=09  DATA=2 2xas= NFMT= KEY=1 R=BOTH
RUN NAME DEMO==TYPE I DATA INPUT ON FILE INPUT

INPUT FORMAT (20X29A1///7)

OUTPUT FORMAT (1X¢20F6.2)

READ INPUT DATA

END=OF=FILE ENCOUNTERED WHILE READING DATA
NO,OF CASES HAS BEEN CHANGED TO 66
MATRIX 2

DEMO==TYPE I DATA INPUT ON FILE INPUT

PRI..TED BELOW IS THE JOINT FREQUENCY MATRIX,

WITH JOINT FREQUENCY CORRECT»++»IN THE UPPER DIAGONAL,
JOINT FREQUENCY INCORRECT r==» IN THE LOWER DIAGONAL
AND MARGINAL FREQUENCYs + ,IN THE DIAGONAL

1 2 3 4 5 6 7 8 9

P 43 22 2% 17 28 23 16 31 29
SR YR 13 17 16 14 21 20
i 21 30 2 10 20 13 10 19 20
‘o 4 19 1u 20 14 13 13 17 16
5t 5 13 14 17 32 22 13 22 26
o 19 31 26 16 15 27 13 23 22
T 17 25 21 12 6 27 18 17 17
BT o 28 12 7 25 20 35 26
Q %

20 30 28 14 14 29 21 25 32
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CISTED BELOW IS THE MATRIX OF TETRACHORIC CORRELATIONS

VARKTABLE 1
1.00

VARTABLE 2
.69 1,00

VARIABLF 3
.13 45 1,00

VARIABLE 4
=.05 43 -,05 1,00

VARIABLF S
.29 28 49 29 1,00

VARTABLE 6
+56 +59 24 .28 63 1,00

VARTABLE 7
+50 69 <19 ,53 -,07 .55 1.00

VARTABLE 8
« 75 W77 «50 45 + 06 62 «77 1.00

VAR]IABLE 9
.76 .76 «67 Ju4 73 77 81 «76 1,00

LT15TED BELOW IS THE MATRIX OF PHI CORRELATIONS

VARTABLE 1
1.00

VARTABLE 2
42 1,00

VARIABLE 3
46 .29 1,00

VARTABLE 4
-, 02 28 -,03 1,00

VARJABLE 5
.16 18 32 «18 1.00

vARIABLE 6
.35 W40 «15 '18 J43 1400

VARTABLE 7
.27 ou7 012 335 “00“ 035 1.00

VARTABLE 8
.52 92 032 27 .04 o4l 45 1.00

VARIABLE 9
.52 .53 b6 .27 .51 .85 .51 .55 1,00




-26-

CITTICLO0~

00000° = NONIS43 999 HhTT* = =

AHTLCO - =

20000° = NOT1Sd3 1568160~ =

98£9T1¢0° =

20000° = NOVISd3  2050050° =

960hhg0* =

£€0000° = NOTISd3  199THg0* =
T W e T T T AT e =

g50+hEg0 = =

00000° = NOVISd3  GHOLOCT*- =

S062490°- =

00000° = NO11Sd3  106290T°- =

- 8InS2H0°=- =

S0000° = NOTISd3  071£6990°- =

166L€60° - =

00000° = NOVISd3  OghiOn™*- =

2655000 =

40000° = NOVISd3  0.2T%90° =

STt T 6595250 =

60000° = NOISd3  1919280° =

1317y

XI¥AVW 131 ONV S318VL

Y

IHd

¥  OJIY¥OHOVHL3L

IHd
¥  DINOHOVYL3L

IHd
¥  OINOHOWYL3L

IHd
¥  JI¥OHOVYL3L

P P T T ™ e

IHAd
¥ OJIY¥OHOVHL3L

Ind
¥ DIYWOHOVMLIIY

IHd

¥  JIYOHIVYL3L

- - Ty = -'-"'-""""'--""'-'"""""'-""-""'""""
- -’

IHd

¥  DIYOHOVYL3L

IHd

¥  JIYOHOVYL3L

IHd
CINOHOVYHL3L

e T e e e o e e T T e TR S e T et et et R e P e e a et - ==

e T et et e e Lt et e et a T a e e e T e e e e e Tt et e T e T T Tt e T e Tt T e N e T e T -,

™ e T T e e a e T e e e T e L e e D e _mema=

NOXILNT0S ¥V NO 39W3ANOD LONNYD
HIVd 3IBYINMVA HOV3I ¥0d4 S378V)L AIN3

<

9

(€°840T)

(0*HdS)

6z=2xe £=viva SO=YVAN

2X2 OWIANIY¥d ¢VLIVA Il 3dAl---0W3Q

LITHGEGH({ M )0 *26T1 *69 *C0T SV10L
0000000S°( I )© *96 *°GG LR - H  HvA
000000S2° (P¢X)d *96 8y *y. +
SNOIL¥0d0¥d STivioL + S YYA -
L9THGEDh L P O 261 *68 0T SIV1L0L
00S.8T2H( I )© 18 *Gh *9o¢ - € duA
0000GL8T* (MP*1)d *I1T °gg °¢qg +
SNOILHOL0US $IV¥104 + S ¥VA -
0000000G*( 1 )O *261 *96 *g6 SIVi0L
00G.8T2he( I )D 3 €] *6¢ o2 - € Hva
00621€02°(Mel)d 11T LS S +
SNOI L¥0d0¥d SviolL + H Y¥YA -
L9THGEIhe{ [ 1B *261 68 ec0T  sV10L
19991640 I )O *00T 24 gh - 2 HVA
LOTHSET2 (Mol )d *26 *15 °Th +
SNOILHO40¥d STvioL + G ¥YA -
0000000S*¢ ™ )© *261 *96 *96 SvioL
L99916Lh°( 1 (b *00T *Hg *ghH - 2 dVA
0005.QT2° (N¢I)d *26 *2h *0S +
SNOI1¥0d0¥d SIVL01 + h HYA -

- T e T S e et S T e e e e Tt et a Tt e, T L P e - ™ . " - -
006L8T2h( r )0 261 3 1] 111 SvL0L
L999164i0°( 1 )0 °00T *319 *6¢ - Z UVA
000S.9T2° (el )d *26 08 *2h +

SMOI AU0d0¥d $V101 + € W¥YA -
L9THGEIH ( I O 261 *689 *¢0T SIVL0L
L9T6LH60°( 1 (O *c6 °¢c *o2h - T YVA
00054812 (M*1)d L6 *0S ouh +
SNOI1¥0d0¥d Svjiol + S ¥VYA -
000000CS°* ¢ r )© *261 *96 *96 Sqviol
LIT6LhEH*( 1 )O *G6 *26 ) - T dVA
€LCCP0LZ (Mo l)d *L6 ‘hh *°¢S +
SNOI L¥0d0Yd Svi0L + h NyA -
00S.8T2h°( 1 )® 261 I8 °ITT Sviol
LIT6LH6L( I )O °G6 °cq 2h - T HvA
000SL8T2° (el )d °L6 85 *6¢ +
SNOILH¥0dO0¥d SIv40L + € NYA -
49991640 ~ )0 261 ‘00T *26 SIVL0L
L9660 ( T ) *C6 °CH 25 - T WA
geeseg22  (Mel)d *Ll6 6% *gh +
SNOILHOdO¥d SVi0L + 2 NMYA -

WYH90¥d 3HA N3Hm O3LININd S1 OU°b6
ONTAINOD 2X2 3HL 3uvV M0138 03iNIdd

X1yLvw

Viva iNdNI Ov3y
SNOILdO

1yWy0d4 Lndino
1vWH0d LNdNI
W3n80ud

3WYN NNY

Q

Aruitoxt provided by Eic:

EE




-27-

00000° 910.6°= L9EH8 = 0000000G* 0000000G°* 00€806c0°* 9 8 L2
©000X* GTLG6°=- 22hch = 0000000G* 626598671° 01G00000°* & «8 92
#0000 00166°= 69606°= 00000006 * 00000006° 0092G220°* & B se
0T000° 9L6G6°~ GShehe= 0000000G* 526598571 0h#000000°* € 8 He
10000 80096°= €E6T18°= 00000005 °* 0000000G* 02.9TGH0°* 2 - 48 €e
00000° ©00G6°= COL6L = 00000005* 0000000G* 0CTHS0G0* T 8 2¢
20000° 2LT06°= 8G2GTe= 0000000G* £106.220° 01000000 o oL 12
00000° 00006°=~ 182TL°= 0000000G* 0000000G* 0TC8LTL0 & oL Oe
00000° 100G.°~ 001GT*= 00000005 £10GL220° 06LTT000° & oL 61
00000° Hh66hL %= SL9¢0°~ 0000000G* 0665h£T00° 02000000° ¢ oL 81
00000° 6H66T°%= Line0°= 066HET00° cI0G6L22"" 09H00000° 2 of Lt
20000° 20050°~ H91c0°= 00060000G* 00000005* 068c02Hh2* T oL 9t
60000° €0166° GEE98e £106.220° €T05L220° 002T.610° G 9 st
60000° €0166° 5c€98° €105L220° £1052220° 0027L6T0° & 9 hi
$0000° 00166° 68606° 0000000G* 0000000G° 00§ hiith® € o9 4]
©0000° 10T66° 2LL68" 62659861 G25598G6T 00C00GHT 2 9 et
60000° 21096° G2hehe 00000006 * G2SG99ST " 6265986T* T 9 Tt
60000 81096° 9cTIgEe €106.226° 6265986t €10GL220° ¢ 1 0t
20000° 800S6* 9.865° 066h€T00° 066H£T00° 00608000° £ S 6
10000° £5869° 8G2ST* 0000000S* £106L220° 00064220 2 ¢S g
20000° 81056° T215¢€° 626539861 €105,220° 00241220° T S L
00000° 00006° l821L* 0000000G* 00000005 °* 0012820 € ot 9
00000° 96669° ecoche 00000005* G26596GT 006H6LST® 2 o S
00000° oLanne 09hg0* 066HCTOC* G25699GT* 006HETO00 T o t
20000° 70058° 08949 0000000G* 0000000G* 00669TTH® 2  oF €
00000° 0000g°* ceeege 0000000G* 00000005* £eceseece T o€ 2
00000 0000g* Hh1c92° 0000C00G* 62669651 00g6€L2T* T 2 1
NO1Sd3 9I¥O0HOVHL3L IHd SNOI1¥0doHd IWNISUVH ONV INTOP c™4AY¥IHVA  W3180dd

WNOSYVIO HONIW 3H1 Wodd N3XVL SYM NOIL0dO¥d 'NIor 3HL 41 03c¥3A3Y 38 AYW IN3IO144309 NOILVI3yyod 3HL 40 NOIS TAH = 410N
17nS34 193¥HOINI NV S3snvd HOTHM s ATTYNY3INT 031038H0D 3Y3M 0S° NVHL ¥31VY34¥9 SIIIN3NO3HS TVNIOYVH ANV===NOILNVD
*031517 SNOILYO40Hd 1NdNE 3HL WONS GILYINOIVD 3y3M SNOILYIZNYOD JI1YOHIVML3) ONIMo104 3H)

* AIVHNIIV WYHOOUd ONINIIHD UO4 SWITE0¥d 31dWvX3 °Vivo III 3dad

T XIMLlVvN

viva 1NdN1 Qv3y

€ SNOI1d0

{Ty¢g*0T4L) 1vidod 1ndNt

TO=1WAN S=viva 0T=4VAN W3180ud

* ADVHNIOV ‘HYHOOHd ONINIZHD HOd4 SW3INH0Ud 37dWYX3 ‘¥Y1VG 111 3dAL 3WYN NNY

Q

IC

[E

Aruitoxt provided by Eic:




LISTED BELOW IS THE

VARIABLE
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VARIABLE
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+5000000
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VARIABLE
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1

2
1.0000000

3
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MATRIX OF TETRACHORIC CORRELATIONS

1.0000000

4
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5
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6
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7
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8
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+9601756 1.0000000

+9910300

+9910300 1.0000000
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1.0000000
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Appendix B
A Complete FORTRAN Listing of PROGRAM TETREST

PROGRAM TETREST ( INPUT»OUTPUT»PUNCH»TAPEL,TAPES» TAPE9»DATA» TAPE6=0V

+TPUT» TAPE10=PUNCH» TAPES1=DATA)» TAPESS=INPUT}

COMMON/RFREG/R(75+75)
COMMON/FRMAT/IFMT(80) »OFMT(8)
COMMON/IOPT/QPT(8)
COMMON/MISC/ICOL(75) e NAME(8) 'NI'NS/NF IR LIU»JSPEC
OIMENSION DUM(TS)
INTEGER OFMT
IRUN=0
CALL SETUP
CALL DATE (NOw)
PRINT 1013,NAME»NOW
ZL=NS
REWIND 1
IF(OPT(1) ¢EQe5¢)GO TO 7
IF{OPT(1)+GE«3.)GO TO 31
CALL FREQL(NSeNI«IR)
iF(OPT(1)eEQe2e)4061
READ(1,IFMT) ((R(I,J),J=1sNI},I=1,NI)
IF(OPT(I) OEGOQO)“'61
PRINT 1003
DO S I=1/NI
ICoL(I)=1
PRINT 1004/, (ICOL(I)I=1¢NI)
PRINT 1005
DO 6I=1/NI
PRINT 1006+1
ENCODE (125+1007,pUM(1) Y (R(IrJ) »J=12NI)
DECODE(IZSoIOOBvDUM(l))(ICOL(JY'J=1'NI)
DO 51 J=1.NI
IF(ICOL(J)+EQelH YICOL (J)=4H 0
ICOL(JI=ICOL(J) eAeT7777777007777777777B.0¢55000000006008
IF(OPT(1)«NEe4e)GO TO 6
WRITE(9,1008) (ICOL(J) rJ=1,NI)
PRINT 1009, (ICOL(J)2J=1¢NI)
ENDFILE 9
CALL CELLS?2
60 To 10
N=0
IF(OPT(2) ¢GE«2¢)60 TO 71
PRINT 1012
PRINT 1013
R(1e1)=1.
DO 8 Iz=2,NI
R(IrI)=1,
K=I~-1
PO 8 J=1/K
R(IvJ)=R(J»I)=99,.0 .
READ (1+»IFMT)IPCPI1PJ,»ISIGN
ASIGN=1.
IF(ISIGNeNE«10H }ASIGN==1,
IF(EOF (1))994,»T72,994
CALL APXTET3(PC»PI'PJ»OUTPEPS)
IF(ASIGNEQeDe ) ASIGN=1,
R(Jr I)=0UT*ASIGN

Ca
95

OWO~NOUIFE QN -
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PHIZ(PC=(PI*PJ) ) /SQRT(PI*PU*(1,=pl)*x(1.=PJ))
PHIZPHI*ASIGN
IF(OPT(2)+GE+24)G0 TO 73
QUT=R(JU»I)
N=N+1
PRINT 10149NeIeJePCoPIoPJIPHINQUTEPS
73 CONTIMNUE

8 R{I»J)=PHI
994 IF(OPT(2) «GE+24)60 TO 10
PRINT 1010

CCCCCeee e s SUPPRESS R=MATRIX
10 IF{OPT(3) sEQ«6+)G0 TO 1
ISPEC=1
IF(JUSPEC.EQ.3HBOT) ISPEC=2
IF (USPEC+EQe3HPH1) ISPECS3
CCCCCeoee e BRANCH TO R-MATRIX OLTPUT GROUP
IF(OPT(3)«LE.44)100,110
100 IF(OPT(3) .EQe1+)GO TO 105
LU=6e
IF(OPT(2) ¢EQe3+)1010103
101 ASSIGN 102 TO NSTATE
60 T0(201,2010202) » ISPEC
WRITE(6,9001)
GO To 1
102 IF(OPT(3) «EQe3+)GO TO 1
IF(OPT(3) 4EQe24)105¢110
CCCCCoore e PRINT,LOWER DI1AGONAL
103 ASSIGN 104 TO NSTATE
GO To (203,2030204) rISPEC
WRITE(6¢9001)
GO To 1
104 IF(OPT(3) .EQe3¢)G0 TO 1
IF(OPT(3) EQsl4e)GO TO 110
CCCCCooes « PUNCH SQUARE MATRICES
105 ASSIGN 108 TO NSTATE
LuUz10
IF(OPT(2) eEQe3+)1069107
106 GO To(201,2010202) » ISPEC
WRITE(6¢9001)
107 GO TO (203,2930204) 0 ISPEC
WRITE(6+9001)
108 GO T0 1
CCCCCeere e WRITE R~MATRICES
110 IF(OPT(2) EQe3e)111°113
CCCCCeeee s SOUARE MATRICES
111 IF(ISPEC.EQ+3)GO TO 112
CCCCCeos e s SQUARE TET
CALL MTRXOUT(8r1)
IF(ISPEC+EQe2)112,1
CCCCCeoee e SQUARE PHI
112 CALL MTRXOUT(8:2)
GO To 1
CCCCCeores LOWER DIAGONAL MATRICES
113 IF(ISPEC.EQ@.3)G0 TO 114
CALL MTRXOUT(8r4)




114

cCcce

201
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IF{ISPEC.EQ.2)114r1
CALL MTRXOUT(8¢3)
GO To 1

v s 0.« SQUARE TET
CALL MTRXOUT(LU,1)
IF(ISPEC.EGs2)20202021

CCCCCeevee SQUARE PHI

202
203

CALL MTRXOUT(LU»2)
60 To 2021
CALL MTRXOUT(LUr4)

CCCCCeesee LOWER TET

IF(ISPEC«EQ+2)20402021

CCCCCeeeoe LOWER PHI

204
2021

1601
1002
1003

1004
1005
1006
1007
1008
1009
1010
1011

1012

1013

1014
1015
1017
1018
1019
9001

CALL MTRXOUT(LU»3)
GO TO NSTATE»(102,504,108)
GO0 To 1
FORMAT(8A10)
FORMAT(1X»8A10)
FORMAT (1X,*PRINTED BELOW IS THE JOINT FREQUENCY MATRIX»WITH JOINT
2 FREQUENCY CORRECT*++¢IN THE UPPER DIAGONAL»*/S51X»*JOINT FREQUENCY
3 INCORRECT s==¢ IN THE LOWER DIAGONAL#*:/51X»*AND MARGINAL FREGUEN
4cY» + »IN THE DIAGONAL*/)
FORMAT(7Xe2515)
FORMAT(//7)
FORMAT(1X» 130X 1H*)
FORMAT(25F5.0)
FORMAT (25 (A4 »1X))
FORMAT (7X¢25A5)
FORMAT(1H1)
FORMAT (1X,*PRINTED BELOW ARE THE 2X2 CONTINGENCY TABLES FOR EVE
2RY ITEM PAIR%x//)

FORMAT(1X»*THE FOLLOWING TETRACHORIC CORRELATIONS WERE CALCULATE
2D FROM THE INPUT PROPORTIONS LISTEDe*9/1Xr*CAUTION===ANY MARGINAL
3FREQUENCIES GREATER THAN 50 WERE CORRECTED INTERNALLYsWHICH CAUSE
4S AN INCORRECT RESULT*»/1X»*NOTE ===THE SIGN OF THE CORRELATION
SCOEFFICIENT ™MAY mE REVERSED IF THE JOINT PROPORTION WAS TAKEN FROM
& THE MINOR DIAGONAL*»/)

FORMAT (1X» 7HPROBLEM» 3X »9HVARIABLES»5X»30HJOINT AND MARGINAL PROPO
ZRTIONS'16X'3HPHI'7X'11HTETRACHORIC'5X'7HEPSIL°N/)
FORMAT(1XoI1505Xo1trkp*o IUrsX23(F1068+5X) #3(F105¢5X))
FORMAT(/1X¢*VARIABLE*»15)
FORMAT(8F10.7)
FORMAT(10F8.5)
FORMAT(1H1+8A10,40X,A10/)
FORMAT(/10(1H*) » *PROGRAM ERROR===ISPEC IS OUT OF RANGE INTETREST*)
END :

SUBROUTINE MTRXOUT (LU» ISPEC)

CCCCCoesesOUTPUTS THE UPPER OR LOWER DIAGONAL OF A SQUARE MATRIX AS A SQ
CCCCCeovoesOR LOWER DIAGONAL MATRIX

COMMOMN/RFREQ/R(T75075)
COMMON/FRMAT/IFMT(80) »("MT(8)

37

111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156

157
i58
159
160
16l
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COMMON/MISC/DUM(75) :NAME (8) #NI,NS+NF # IR LIUs JSPEC 162

IF(LUERe6)99+100 163

99 GO T0(105+1060106+105) ¢ ISPEC 1e4

100 GO T0(102,101+104+103)¢ISPEC 165

CCCCCeoseeosLOWER DIAGONAL TO SQUARE 166

101 DO 4 I=1.NI 167

IF(LU.EQ.S)I'Z 168

1 WRITE(6+1015)1 169

2 IF(I.EQNI)GO TO 5 170

KSI+1 171

DO 3 J=K»NI 172

3 DUM(J)=R(Ks 1) 173

4 WRITE(LUPOFMT) { (R(IrJ) »J=19oNI), (DUM(L) +L=KeNI)) 174

5 WRITE(LU»OFMT) (R(1¢J} ¢+ J=1oNI) 175

GO To 20 176

CCCCCeoee s UPPER DIAGONAL TO SQUARE 177

102  IF(LUEQ.6) 697 178

6 I1=1 179

WRITE(601015)1 180

7 WRITE(LU»OFMT) (R(1¢J) »J=1,NI) 181

0O 9 I=2/NI 182

IF(LUER.H)T1¢72 183

71 WRITE(601015)1 184

72 IF(I.EQeNI)GO TO 10 185

DO 8 J=1/NI 186

8 DUM(U)=R(Jr 1) 187

L=I+1 188

9 WRITE(LU»OFMT) ((DUM(J) »J=191) » (R(I+K),K=L#NI)) 189

10 WRITE(LU)OFMT) (R(I#NI) e IS1eNI) 190

GO T0 20 191

CCCCCeoveeUPPER DIAGONAL TO LOWER 192

103 DO 13 I=1,NI 193

DO 11 J=1,I 194

11 DUM(J)=R(Jr1) 195

IF(LU+EQ.6)12/13 196

12 WRITE(601015)1 197

13 WRITE(LU»OFMT) (DUM(J) »J=101) 198

GO To 20 199

1015 FORMAT(/1X»*VARIABLE*:15) 200

CCCCCesvesLOWER DIAGONAL TO LOWER 201

104 DO 15 I=1,NI 202

K=l 203

IF(LUEQeB) LU 15 204

14 WRITE(601015)1 205

15 WRITE(LU» OFMT) (R(I0J) »J=19K) 206

60 TOo 20 207

105 WRITE(601051) 208

GO TO 100 209

106 wRITE(6rl061) 210

GO TO(102,101+104,103) ¢ ISPEC 211

20 END FILE LU 212

RETURM 213

1051 FORMAT(*1LISTED BELOW IS THE MATRIX oF TETRACHORIC CORRELATIONS* 214

+//7) 215

1061 FORMAT(*1LISTED BELOW IS THE MATRIX OF PHI CORRELATIONS*///) 216
£ND

a8




11
12

13

20

30
31

40
42
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SUBROUTINE SETUP
COMMON/RFREQ/R(75¢75) -
COMMON/FRMAT/IFMT (80) » OFMT (8)
COMMON/IOPT/0OPT(8)
COMMON/MISC/ICOL(75) +NAME(8) s NI»NSoNF o IR/LIU»JSPEC
DIMENSION IN(8),DUM(T7S)
NS=9999SNF=15L IU=55$NI=0

PRINT 2007

CALL DATE(NOW)

IVER=9H 1 FEB 75

PRINT 1000,NOWe IVER

DO 2 I=1:.8

NAME(I)=10H

OPT(I)=1

OFMT(I)=10H

OFMT(1)=10H(8F10.7)

DO 12 I=1+8

INCI)=10H

READ(55,2001) IN
IF(EOF(55))991¢139991

PRINT 2002¢IN

IF(INC(1) «EQe10HPROBLEM )GO TO 20
IFCIN(1) sEQe10HRUN NAME )GO TO 30
IFCIN(1) eEQe1O0HINPUT MEDIIGO TO 40
IFC(INCL) sEQe10HINPUT FORM)GO TO S0
IFCINCL) EQe10HNOo OF CAS)GO TO 60
IFC(IN(1) sEQe10HOUTPUT FOR)GO TO 70
IFLINCL) sEQe10HOPTIONS )80 TO g0
IFCINGL) EQe AOHMATRIX GO TO 90
IFCIN(1) ¢EQ+1OHREAD INPUT)GO TO 100
IFCINCL1) oEQe10HFINISH GO TO 110
PRINT 992

sToP2

DECODE (60+,2003¢ IN(3)INIPOPT(1)10PT(4) ,NF» IR JSPEC
IF(JSPEC.EQe3H  )JSPEC=3HTET
IF(NIeLEe1+¢OReNI+GT+75)G0 TO 993
IFC(OPT (1) eLTe0e¢sOReOPT1) eGTe5.)60 TO 993
IF(OPT(1) ,EQ.0e)OPT(1)=10
IF(IR«EQeSH ) IR=1H1
IFINFJEQeN)NF=1

IF(NFoeLTe0sORNF «0T+10)6G0 TO 993
IFCOPT(4) ¢LTe0esOR'OPT(H4) ¢6GTe942GO TO 993
GO To 11

DO 31 I=1.7

NAME(T)=IN(I+]1)

NAME (8)=10H

G0 7o 11

IF(IN{2)+eEQe10HUM  CARD )41.42
LIu=s5 % G0 TO 11

IFCIN(2) eEQe10HUM  TAPE J43044

39

218
219
220
221
222
223
224
225
226
227
228
229
2390
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267




43
44

50
51

52

60

70

80

90

100
101

102

1021
1022

103
104

105

106

1061

107

108

110
991
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LIu=s1 % GO TO 11

IF(IN(2) eEQe10HUM DISC 1GO 70 43
PRINT 9009
GO T0O 11
DO 51 I=1,80

IFMT(I)=10H
DECODE(70+20049IN(2)) (IFMT(I) o IZ1e7)
IF(NF+EQe1)11052
NF=7+((NF=1)#%8)
READ(S5¢2001) (IFMT(I) e I=8¢NF)
PRINT 20029 (IFMT(L) o I=8¢NF)
60 7o 11
DECODE (1092005 IMN(2)INS
IFINS«LT+1,0ReNS,GTe9999)GO TO 994
60 To 11
DECODE(7092004+IN(2)) (OFMT{I) v I=1¢7)
G0 To 11
DECODE(10,2006¢IN(2))OPT(3)
IF(OPT(3) LE«Ds+sOR¢OPT(3) +4GTe6.)G60 TO 995
G0 To 11
DECODE(10,20060IN(2))0PT(2)
IF(OPT(2) LEeOe s QOReOPT(2) «GT+3.)G0 TO 996
RETURN
REWIND 1

IF(OPT(1).EQe54)1010103

00 102 I=2.NI

N1=I~1

DO 102 L=1eN1
READ(LIUSIFMT) (CUM(J) 2 J=104)
IF(EOF(LIU))1021,102,1021
WRITE(1eIFMT) (DUM{J) s J=11r4)

GO To 1022

NI=1

END FILE 1

60 To 11

IF(OPT(1)eGE«3+)1042106

00 105 I=1,NI
READ(LIU»IFMT) (DUM(J) rJ=1¢NI)
IF(EOF(LIU))997+105r997
WRITE(12IFMT) fOUM(J) nJ=1eNI)

END FILE 1

G0 10 11

DO 107 I=1.NS

READ(LIU»IFMT) (ICOL(J)»J=1¢NI)
IF(EOF(LIU))1061,107+1061

NS=I-1

PRINT 9008 NS

60 To 108

WRITE(LeIFMT) (IcOL(J) rJ=1eNI)

END FILE 1

60 TO 11

sTOP

CONT INUE

PRINT 9001

PRINT 9999

268
269
270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
296
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322




493

994

995

996

997

9001
9003

9004
9005
9006
9008

9009

cToP} 323
PRINT 9003 324
PRINT 9999 325
STOP3 326
PRINT 9004 327
PRINT ¢99. 328
STOP4 329
PRINT 9005 330
PRINT 9999 331
sToOPS 332
PRINT 9006 3a.
PRINT 9999 334
STOP 6 335
PRINT 9997 336
- - -PRINF 9999 - - - . . - : - - - - - 337
STOP7 338
FORMAT (/10 { 1H*) » *ERROR===END/OF =F ILE ENCOUNTERED WHILE READING TE 339
2REST CONTROL CARDS*) 340
FORMAT (/10 ( 1H*) » *ERROR===ONE OR MORE OF YOUR PROBLEM CARD PARAMET 341
2ERS IS OUT OF RANGE*s/18X:*CHECK THE yALUES OF NVAR/NF+DATA AND 3y
32X24 %) 343
FORMAT (/10 ( 1H*) » *ERROR===THE NO,OF CASES IS TOO LARGE OR NON=NUME 344
2RIC VALUE wAS READ*) 345
FORMAT (/10 (1H#*)  *ERROR===THE OPTION CARD VALUE IS OUT OF RANGE OR 346

2 A NON=NUMERIC VALUE WAS READ*) 347
FORMAT(/10(1H*) ¢ *ERROR===THE MATRIX CARD VALUE IS OUT OF RANGE O 3u8

2R A NON=NUMERIC VALUE WAS READ*) 349
FORMAT (/10X » *END=OF =F ILE ENCOUNTERED WHILE READING DATA*:/ 350
210Xe %NO.OF CASES HAS BEEN CHANGED TO #*¢18) 351
FORMAT (/10X+*COMMENT===CHECK YOUR INPUT MEDIUM CARD FOR ERROR. IN 352
2PUT MEDIUM IS5 ASSUMED TO BE CARDSe«*) 353

992

9997

9999
1000

2001
2002
2003
2004
2005
2006
2007

FORMAT (/10 (1H%) y SRROR===THE PROGRAM DID NOT READ A COMPLETE SET 354
20F CONTROL CARDS.*¢/18X¢<IF CONTROL CARDS ARE COMPLETErCHECK FOR M 355

3:SSPELLED DEFINITION FIELDS*) 356
FORMAT (10 ( 1H*) s *ERROR===END~OF=F ILE ENCOUNTERED WHILE READING JOI 357
2NT FREQU:ZNCY MATRIX*) 358
FORMAT (/10X +»*FURTHER OIAGNOSTICS WOULD BE MISLEADINGe*) 359
FORMAT(100X¢sA10/100Xs *PROGRAM TETREST*¢/100X¢A10¢2Xs *REVISION*» 360
+//11771777) 36l
FORMAT(8A10) 362
FORMAT (20X ¢ 8A10) 363
FORMAT(12+8X¢F1o9XeF1e9XeI208X0AL09X0AD3) 364
FORMAT (5X+ A506A10) 365
FORMAT(Sx,I4e1X) 366
FORMAT (5X¢F1+4X) 367
FORMAT (1H3) 368
STOP 369
END 370
SUBROUTINE FREQ1(NSeNV¢IR) 371
COMMO!I/RFREQ/IFR(75¢75) 372
COMMON/FRMAT/IFMT(80) 373
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DIMENSION IX(75) 374

REAL IFR 375

NI=NyV 376

D0102 I=1,NI 377

00102 JU=1.N1 378
IFR(I+J)=0. 379

102  CONTINUE 380
DO 107 L=1,NS 381

103  READ(LIFMT)(IX(I)sI=1,NI) 382
DO 107 I=1¢NI 383

DO 107 J=I,NI 3gu
IFCIX(I)eEG.IX(J)) 104107 385

104 IFCIX(I).EQ.IR)105¢106 386
105  IFR(I+J)ZIFR(IrJ)+1e 387

... - 60-T6 187 - -- - - . — — e e e — . a8 L.

106 IF{I.EQ.J)GO TO 107 389
IFR(Jr I)ZIFR(J2I) 410 390

107  CONTINUE 391
RETURN 392

END 393
SUBROUTINE CELLS2 394
COMMON/RFREQ/R(75+75) 395
COMMON/IOPT/0PT(3) 396
COMMON/MISC/ZICOL{75) +NAME(8) +NI+*NG+NF s IR, LIU»JSPEC 397
N1=NI=} 398
IF(OPT(4) «NE+9+)GO TO 200 399

PRINT 3 400

FORMAT (*1PRINTED BELOW ARE THE 2X2 CONTINGENCY TABLES FOR EACH VA 401
2RIABLE PAIR*,/1X,%99,00 IS PRINTED WHEN THE PROGRAM CANNOT CONVERG 402

3E ON A SOLUTION*,//) 403

200 DO 227 IS1eN1 40U
N2=1+1 405

DO 227 J=N2+NI : 406
ASP(IJ) 407
D=R(Jr 1) 408
ESR(I+1) 409
G=R(Jr ) 410

BZE=A 411

C=G-A 412

F=C+D 413

H=B+D 414
ZL=A+B+C+D 415
DET=(A%D)=(5%C) 416

IF (DET) 2002120012002 417

2001 PHIZQ. 418
R(Ieds=0. 419

GO TO 2003 420

2002 PHIZDET/SQRT(E*F*G*H) 421
2003 IF (USPEC.EQ3HPHI)GO TO 226 422
IF iF.GE+E) 201,202 423

201  ANUM=E 424
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IBIT=2 $ GO To 203 425

202  ANUM=F 426
IBIT=0 427
203  IF(H.GE«G)204+205 428
204  BNUM=6 429
IBIT=IBIT+1 $ GO TO 206 430
205  BNUM=H 431
206 IF(IBIT.EQ.0)207:208 432
207 CELL=D $ GO TO 215 433
208 IF(IBIT.EQ.1)209,210 434
209 CELL=C $ GO TO 215 435
210 IF(IBIT«EQ.2)2110212 436
211 CELL=B $ GO TO 215 437
212 IF(IBIT+EQ.3)214,213 438
_ 213 _ STOP20001 i . .o ) . 439
214  CELL=A b T 7 w40
215 P=CELL/ZL 4yl
QI=ANUM/ZL 4y2
QU=BNUM/ZL 4y3
216 IF(DET)220,226¢220 bys
220 CALL APXTET3(P+QI+GJrR1*EPS) 445
IF(DET)222,223+223 by6
222 X==1, $ GO TO 225 447
223  X=1. $ GO TO 225 4u8
225 R({Iry)=X*ABS(R1) 449
TEMP=ABS(R1) . 450
IF(TEMP+EQ+994)G0 TO 226 4s1
IF(EPS.LE++0001)G0 TOo 226 4s2
PRINT 2+1+J2EPS 453
226 R(JrI)=PHI 45t
IF(OPT(U4) ¢NE+9¢)GO TO 227 485
PRINT 1¢JsBrArEsPyR(IvJ)rEPS»2ZsDeCrFeQle1GrHeZL 1QJePHI 486
227 CONTINUE us7
DO 228 I=1,NI 458
228 Rl(IrI)=1, 459
1 FORMAT(17X,6H= VAR!I3»3H ++18X26HTOTALS,11Xr»11HPROPORTICNS/ 460
212X0 1H+13F10.005X,6HP (I1+J) 1F9¢8+r9Xs» L7HTETRACHORIC R =oF13¢7,3X» 461
39HEPSILON =¢F10+5/1Xs3SHVAR»I3¢5Xs1H~r3F10e0¢5Xs6HA( I ) rF9¢8/ 462
g?X.GHTOTALS:&Fl0.0oSXoéHQ( J )91F9e8120Xr16HPHI =¢F1347/1X¢130(1H=) :63

) 6

2 FORMAT (1X » *CORRELATION (*» I3 %, %, 13s%)WAS OBTAINED USING A SUBSTAND 465
2ARD CONVERGENCE VALUE OF*:F10,5) 466
RETURN 47
END 4e8
SUBROUTINE APXTETA(PCsPI+PJIROIEPS) 469

REAL MoK 470
EPS=0. 471
IF(PC.NE.PI}GO TO 1 . 472
IF(PIeFQePJ) 1lr1 ' 473

1 TWOPI=6.2831853072 474
M2PC=PI*PJ 475

43




S F OGN

100

[Volte LN Ne b

10
11

12
13

14
15

-38-

IF(P1¢GTe,5) PI=1,-PI
IF(PJeGTee5) PJUzZ1e=PJ
Gx=lo'PI
Gdzlo’Pd
2I=CpFNI(QI)
2J=CDFNI(QJ)
HEEXP(o5%(=14%(21%%2)))/SQRT(TWOPI)
KZEXP(o5%(=1,%(2J%*2)))/SQRT(TWOPI)
R=M/ (H#*K)
RER=(Z2I*2J) *(R**%2/24)
IF(ReGTee80)402
IF(ReLTe~480) 3¢5
R==+80 $ GO TO &
R=.30
RUTSZ2I%32- 4 ZJ3%2 - - - - -
J=1
00 11 I=1,50
IF(ReGEe1+)816
IF(RQLE0-10)7'9
R2=«97 % GO TO ©
R=¢97
CONTINUE
DIV=1e=R¥%x2
FPRIZEXP((=1e% (RUT=2¢%ZI*ZJ*R) )/ (2+%DIV) )/ (TWOPI*SQRT(DIV))
FOFR=GAUSS8(R*21+2J)
R1=R=(FOFR=M)/FPR1
EPS=ABS (R1=R)
IF(EPS.LT+¢0001)15010
R=R}1
CONTINUE
JEJHL
IF(Je6Te2)13112
R=+55 ¢ GO TO 100
IF(EPS.LE++001)60 TO 15
R=99, $ GO TO 15
R=1.
RO=R
RETURN
END
FUNCTION GAUSSB(R:2Iy2J)
DIMENSION U(3) W (8)U2(8)
DATA(U(I)oI=1'8)/001985507180.10166676130o23723379500.“082826788o
+.59171732121+7627662050+.89833323871.9801449282/
DATA(H(I)ol=1'8)/.05061“2681'.11119051720.15685332290o1813“18917'
+.1813418917+.1568533229.1111905172+.0506142681/
DATA(U2(I) 21=1+8)/¢0003942239¢¢0103361304r 0562798735
+.16669u7u58'o3501293883'0581812283u'o8070026078'o96068ﬂ080“/
SUM=0.
TEM1=R/6.2831853072
TEM2=2e%Z21%2J%*R
R2=R**2
RUT=Z2I%%2+2,%%2
DO 10 I=1:.8
ADIVzle=R2%*Y2(1)
GZEXP( (=1 ¢ % (RUT=TeM2+U(I)))/(2,%ADIV))/SQRT(ADIV)

476
u77
478
479
480
4gl
ug2
ug3
ugh
485
g6
ug?
488
489
- 490
491
492
493
4g4
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
€10
512
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
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SUM=SUM+G*W (1)
GAUSS8=SUM*TEM1
RETURN

END

-39

45

531
532
533
534
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